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Abstract

The Information Power Grid (IPG) is emerging as an in-
frastructure that will enable distributed applications – such
as video conferencing and distributed interactive simula-
tion – to seamlessly integrate collections of heterogeneous
workstations, multiprocessors, and mobile nodes, over het-
erogeneous wide-area networks. This paper introduces a
framework for developing efficient collective communica-
tion schedules in such systems. Our framework consists of
analytical models of the heterogeneous system, scheduling
algorithms for the collective communication pattern, and
performance evaluation mechanisms. We show that previ-
ous models, which considered node heterogeneity but ig-
nored network heterogeneity, can lead to solutions which
are worse than the optimal by an unbounded factor. We
then introduce an enhanced communication model, and de-
velop three heuristic algorithms for the broadcast and mul-
ticast patterns. The completion time of the schedule is cho-
sen as the performance metric. The heuristic algorithmsare
FEF (Fastest Edge First), ECEF (Earliest CompletingEdge
First), and ECEF with look-ahead. For small system sizes,
we find the optimal solution using exhaustive search. Our
simulationexperiments indicate that the performance of our
heuristic algorithms is close to optimal. For performance
evaluation of larger systems, we have also developed a sim-
ple lower bound on the completion time. Our heuristic algo-
rithms achieve significant performance improvements over
previous approaches.

1. Introduction

With recent advances in high-speed networks, distributed
heterogeneous computing has emerged as an attractive com-
putational paradigm. The Information Power Grid (IPG) [6]
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is emerging as an infrastructure that will connect distributed
computational sites worldwide. This will create a univer-
sal source of computing power, thereby providing pervasive
and inexpensive access to advanced computational capabili-
ties. A typical grid-based distributed computing system will
consist of a collection of heterogeneous workstations, mul-
tiprocessors, and mobile nodes. These nodes communicate
with one another using a common set of protocols over dif-
ferent types of communication links, such as ATM, FDDI,
Ethernet, and wireless channels. An example of such a sys-
tem is shown in Figure 1. Such a distributed computing sys-
tem is heterogeneous both in the computing nodes and in the
communication network.

Several research projects, such as Globus [7], Legion [9],
and MSHN [13] are developing toolkits and infrastructure
support to enable the use of these systems for high perfor-
mance computing. The issue of data dissemination mid-
dleware for wide-area network collaboratories is also be-
ing investigated [12]. Our research is a part of the MSHN
project [13], which is a collaborative effort between DoD
(Naval Postgraduate School), academia (NPS, USC, Pur-
due University), and industry (NOEMIX). MSHN (Manage-
ment System for Heterogeneous Networks) is designing and
implementing a Resource Management System (RMS) for
distributed heterogeneous and shared environments. The
goal is to schedule shared compute and network resources
among individual applications so that their QoS require-
ments are satisfied.

The availability of high-speed wide-area networks has
also enabled collaborative multimedia applications such as
video conferencing, distributed interactive simulation, and
collaborative visualization. For example, the FACE project
[16] organized world-wide teleconferences among agents in
Japan, USA, and the UK. The participating sites in these ap-
plications exchange large volumes of multimedia data, such
as voice and video. Using the Internet, messages were prop-
agated in about 60msec between sites in Japan, while it took
about 240 msec between Japan and Europe [16].
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Figure 1. A typical distributed heterogeneous
system.

In both of the above scenarios, viz., distributed high
performance computing and collaborative multimedia ap-
plications, it is extremely important to efficiently perform
group communication over a heterogeneous network. Typi-
cal group communication patterns are multicast, broadcast,
and total exchange. In the multicast pattern, a source node
sends the same message to a subset of nodes in the system.
The broadcast pattern is a special case of multicast where the
message is sent from a source to all the other nodes. In the
total exchange communication pattern, every node sends a
distinctmessage to every other node. The goal is to optimize
a specified performance measure, eg., minimize the time at
which all the messages have been delivered.

In this paper, we develop efficient algorithms for broad-
cast and multicast in heterogeneous computing environ-
ments. These communication patterns occur in several mil-
itary and commercial applications. In the battlefield, rapid
dissemination of work orders and threat scenarios is critical
[17]. A global satellite and ground-based networks are used
in military battlefield to broadcast messages. The satellite
sends the message to a group of base stations as it passes
over them. The base stations then co-operatively broadcast
the message to the other destinations over ground-based net-
works. The Internet can also be used to rapidly dissem-
inate important emergency messages. In the past, broad-
cast and multicast problems have been studied extensively
in the context of homogeneous and worm-hole routed net-
works [10, 14]. Similarly, multicast protocols such as CBT
[2], DVMRP, and PIM [5] are now being deployed in wide-
area networks. However, these techniques are not appropri-
ate for the distributed network scenarios that we consider
in this paper. For example, flooding is a technique where
a node simultaneously sends the broadcast message to all
its neighbors. The receiving nodes “flood” their neighbors

in turn, until the message is received by all nodes. Some
of the nodes could receive the message multiple times, de-
pending on the network topology. Such techniques will
not be efficient in wide-area heterogeneous networks, since
each point-to-point communication event incurs an addi-
tional communication cost. Further, this will also introduce
extra network congestion.

Recent research efforts [3] have investigated the problem
of efficient broadcast and multicast in a network of hetero-
geneous workstations. The heterogeneity in the communi-
cation capabilities of the workstations was represented by
associating a message initiation cost with each workstation.
However, heterogeneity in the network was not considered.
Based on this communication cost model, heuristic algo-
rithms were developed for the broadcast and multicast prob-
lems. The heuristics achieve near-optimal performance for
up to 10 nodes. In Section 2, we show that such a communi-
cation model can be very ineffective in a system with a het-
erogeneous network. We give examples where the comple-
tion time of a broadcast schedule using such a model is larger
than the optimal completion time by an unbounded factor.
It is therefore necessary to use a communication framework
that considers heterogeneity in both the nodes and network
links. Section 3 introduces our new communication model
and framework. Our model represents the communication
cost between two nodes Pi and Pj using two parameters:
(i) a start-up time which accounts for the message initiation
cost at Pi, and the network latency from Pi to Pj, and (ii) a
data transmission cost which depends on the message size
and the bandwidth from Pi to Pj. Using this model, we can
consider the distributed system to be a fully connected net-
work with a communication costCij between every pair of
nodes Pi and Pj. We do not assume a symmetric network,
i.e., Cij �� Cji.

Since the problem offinding the optimal broadcast sched-
ule in such a heterogeneous system is NP-complete, we have
developed heuristic algorithms based on our communication
framework. Our heuristic algorithms produce near optimal
solutions for up to 10 nodes when tested with random net-
works. For larger size systems, it is extremely time consum-
ing to compute the optimal solution. We have therefore de-
veloped a lower bound on the completion time. We evaluate
the different heuristics by comparing their completion time
with the lower bound.

The rest of the paper is organized as follows. In Sec-
tion 2, we discuss related work and its shortcomings. Sec-
tion 3 presents our formal model and general framework
for collective communication in heterogeneous distributed
computing environments. In Section 4, we present several
heuristic algorithms for the broadcast and multicast prob-
lems. Section 5 compares the performance of our heuristics
with previous algorithms, using simulation results. Section
6 identifies future research directions.



2. Shortcomings of Previous Research

Collective communication in homogeneous workstation
networks and tightlycoupled parallel systems has been thor-
oughly researched over the years. Communication libraries
for frequently used patterns such as total exchange, one-to-
all broadcast, all-to-allbroadcast, and gather have been de-
veloped [1, 4, 18, 19].

However, collective communication in heterogeneous
systems has not been investigated until very recently [11,
3]. The Efficient Collective Operations (ECO) [11] package
was developed for networks of heterogeneous workstations.
It implements the same functionality as the collective com-
munication suite in the MPI standard. The ECO approach
consists offirst partitioningthe network into subnets. A sub-
net consists of hosts which are in the same physical network.
The collective communication then proceeds in two phases,
inter-subnet and intra-subnet. However, such a two-phase
strategy does not always ensure efficient implementations of
collective communication patterns. This is especially true
if the the inter-subnet links are much slower than the intra-
subnet links.

Banikazemi et. al. [3] identified the important prob-
lem of performing efficient broadcast and multicast among
a cluster of heterogeneous workstations. A homogeneous
network was assumed. Their communication model asso-
ciates a message initiation cost Ti with each of the N work-
stations. Ti is incurred whenever the ith workstation (Pi)
sends a message, independent of the identityof the receiving
workstation. Based on this communication cost model, it
was shown that broadcast schedules based on binomial trees,
which achieve good results in homogeneous systems, can be
very ineffective. A N � � step heuristic algorithm, called
Fastest Node First (FNF), was developed. Each step of the
heuristic selects a sender and a receiver. The receiver is
the node with the lowest Ti among the remaining receivers.
The sender is the node that can complete the communication
event at the earliest possible time. The FNF heuristic was
evaluated for systems with up to 10 nodes [3]. For the ex-
amples considered, the completion time of the FNF heuristic
was very close to the optimal.

However, there are scenarios where the performance of
the FNF heuristic can be sub-optimal. Consider the exam-
ple where the source has cost 1, there are n nodes with costs
n� n � �� n � �� � � � � �n � �, and �n slow nodes with very
high costs. In the optimal schedule, the source would first
send n messages to nodes with cost �n� �� �n� �� � � � � re-
spectively. At time n, the node with cost n has received the
message from the source. Immediately after receiving the
message, each of these nodes initiates a message to one of
the slow nodes. During the time interval �n� �n�, the source
sends n more messages to the remaining slow nodes. The
schedule completes at time �n.

In the FNF schedule, the source will send messages to
nodes with cost n� n��� � � � � �n�� respectively. At time n,
n nodes will have received the message. If each node imme-
diately initiates a new message, each of the nodes with costs
n to �n

�
can reach a slow node by time �n. During the time

interval �n� �n�, the source sends n more messages to n of
the slow nodes. Thus, at time �n, n

�
of the slow nodes have

not yet received the message. The schedule takes n
�

extra
time units to complete. For large values ofn, the completion
time of the FNF schedule is much larger than the optimal.

A more significant shortcoming of [3] was the assump-
tion of the homogeneous network. In a typical heteroge-
neous system, the communication cost depends both on the
communication capability of the workstations as well as the
network performance. Our paper investigates the impact of
heterogeneity in both these aspects. We first illustrate the
importance of considering network heterogeneity, using an
example. Consider a system with 3 nodes, and pairwise
communication costs as shown in Eq (1). The �i� j�th entry
of C �� � i� j � 	� denotes the time to send the broadcast
message from node Pi toPj . This includes the message ini-
tiation cost on node Pi and also the network latency from
Pi to Pj. Section 3 discusses this communication model in
detail. Node P� is the source.

C �

�
�

� �� 

�
���� � ��
�� � �

�
� (1)

To develop a communication schedule based on node
heterogeneity alone, we associate a communication cost Ti
with each node. This is calculated as the average send cost
from node Pi to all the other nodes. Thus, in Eq (1), T� �
		�� T� � ��� T� � ��. We can now use the FNF heuristic
[3] for this problem. Since the heuristic operates on a mod-
ified version of the input data (i.e., the average communica-
tion costs), we call this the modified FNF heuristic.

For the example of Eq (1), the heuristic begins with node
P� as the only sender. In the first step, P� is selected as the
receiver. The communication from P� to P� takes 995 time
units. Both these nodes are ready to send the next message at
time 995. In the next step, node P� is selected as the sender
andP� is selected as the receiver. This communication event
takes 5 time units. The broadcast therefore takes 1000 time
units to complete. Figure 2(a) shows this communication
schedule.

However, it is easy to see that the optimal schedule takes
only 20 time units. In the first step, P� sends a message
to P� in 10 time units. In the next step, P� sends a mes-
sage to P� in 10 time units. This schedule is shown in Fig-
ure 2(b). Thus, the use of a single message initiation cost
for each node results in a communication schedule which
is 50 times worse than the optimal schedule for this exam-
ple. In the above example, we used the average send cost
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Figure 2. Broadcast schedules for the ex-
ample in Eq (1): (a) Modified FNF schedule
(b) Optimal schedule.

from each sender as its communication cost. Alternatively,
we could have used the minimum send cost of each sender
as its communication cost Ti. In Eq (1), the costs would then
be T� � ��� T� � ��� T� � �. It can be easily verified that
the modified FNF heuristic again takes 1000 time units to
complete.

The performance of the modified FNF heuristic would be
still worse if the value of C��� was larger. For example, if
C��� was 9995 instead of 995, the completion time would
have been 10000 time units, i.e. 500 times the optimal com-
pletion time. We summarize this observation in the follow-
ing lemma.
Lemma 1: In the presence of a heterogeneous network,
there exist input instances for which the ratio of the comple-
tion time of the modified FNF heuristic to the optimal com-
pletion time is unbounded. �

Thus, communication models which consider only node
heterogeneity can result in arbitrarily bad performance. It
is therefore important to consider both node heterogeneity
and network heterogeneity when designing communication
algorithms for the broadcast problem.

3. A Communication Framework for
Distributed Heterogeneous Systems

We now present our communication scheduling frame-
work for distributed heterogeneous systems. The frame-
work consists of three main components: (a) A communica-
tion model, (b) Scheduling heuristics, and (c) Performance
metrics. In this section, we describe an enhanced commu-
nication model which incorporates node and network het-
erogeneity. Section 4 describes our heuristic algorithms for
broadcast and multicast based on this model. The perfor-
mance metric used in this paper is the completion time.
Other candidate metrics are discussed in Section 7.

3.1. Communication Model

Consider a distributed heterogeneous system (Figure 1)
with N nodes. We represent the computing nodes and net-
work links in such a system using a directed graphGwithN
vertices. An edge �vi� vj� in G represents the path between
nodes Pi and Pj, which could include links from multiple
networks of different latencies and bandwidths. The weight
Cij of edge �vi� vj�� �� � i� j � N � represents the time to
send the broadcast message from Pi to Pj. If there exists at
least one path between every pair of nodes in the system, G
will be a complete graph. The graph is not necessarily sym-
metric, i.e. Cij �� Cji, in general. The information can also
be represented as a N � N communication matrix C, with
entriesCij , as shown in Eq (1).

Our communication model represents the network per-
formance between any processor pair (Pi, Pj) using two pa-
rameters: a start-up cost Tij and a data transmission rate
Bij . The time for sending a m byte message between these
nodes is given by Tij � m

Bij
. A similar communication

model has been widely used for tightly-coupled homoge-
neous distributed memory systems with good results [20].
In networked heterogeneous systems, typical values for the
start-up cost could be in the range of 10 to 500�s, while typ-
ical values for the bandwidth could be in the range of kb/s
to hundreds of Mb/s. Note that the communication time de-
pends on the identities of both the sender and receiver, un-
like previous models [3]. The model thus enables a realis-
tic estimate of the communication time between any pair of
nodes.

Table 1 is an example of measured network performance
on the GUSTO testbed of the Globus distributed heteroge-
neous system [7]. The table shows four of the GUSTO sites:
NASA AMES, Argonne National Lab, University of Indi-
ana, and USC-ISI. Observe that the network performance
varies considerably between different pairs of nodes, and de-
pends on both the source and destination. For instance, the
bandwidth between USC-ISI and AMES is much larger than
the bandwidth between USC-ISI and IND. Previous com-
munication models [3], which assume that the communica-
tion time from node Pi to node Pj is independent of Pj and
depends only on the source node Pi, are therefore unlikely
to be effective for such systems.

Our model assumes that a node is allowed to simultane-
ously participate in at most one send and one receive oper-
ation. When a node has multiple messages to send, it per-
forms these send operations one after another. Current hard-
ware and software do not easily enable multiple messages
to be transmitted simultaneously. Software support for non-
blocking and multithreaded communication sometimes al-
lows applications to initiate multiple send and receive oper-
ations. However, all these operations are eventually serial-
ized by the single hardware port to the network. Our model



AMES ANL IND USC-ISI
AMES 34.5/512 89.5/246 12/2044

ANL 34.5/512 20/491 26.5/693
IND 89.5/246 20/491 42.5/311

USC-ISI 12/2044 26.5/693 42.5/311

Table 1. Latency(ms) / Bandwidth(kbits/s) be-
tween 4 GUSTO sites.

accurately represents this phenomenon.
If multiple nodes simultaneously send to any nodePj, we

say that node contention occurs at Pj. The model assumes
that these messages are received one after the other at Pj.
The validityof this assumption can be seen by examining the
events involved in a message transmission from Pi toPj. A
control message is first transmitted by Pi. The actual data
is sent only after this control message is acknowledged by
Pj. IfPj is busy receiving from a different node, it sends the
acknowledgement to Pi only after completing the previous
receive operation.

Based on the network performance parameters and our
communication model, we can calculate the communica-
tion time to send the broadcast message between any pair
of nodes in the heterogeneous network. This information
is used to determine the edge weights of G and the entries
of the communication matrixC. The communication matrix
for broadcasting a 10 MByte message over the network of
Table 1 is shown in Eq (2). Entries are in sec.

C �

�
���

� �� 	�� 	

�� � �	 ���
	�� �	 � ���
	
 ��� ��� �

�
��� (2)

4. Heuristics for Broadcast and Multicast

Consider a communication cost matrix C with N nodes.
We first define a lower bound on any communication sched-
ule for the broadcast and multicast problems, and then dis-
cuss our heuristic algorithms.

4.1. A Lower Bound

Let P� be the source of the broadcast or multicast
operation, and D represent the set of destination nodes.
D � fP�� P�� � � � � PN��g for multicast, while D �
fP�� P�� � � � � PN��g for broadcast. For each node Pi in D,
we can compute the shortest path from the source node P�
to Pi. The weight of this path represents the earliest time at
which the broadcast message from P� can reach Pi. This is

therefore called theEarliest Reach Time of nodePi, denoted
as ERTi.
Lemma 2: A lower bound on any communication schedule
for the broadcast or multicast problem is given by

LB � max
Pi�D

ERTi (3)

Proof: We know that ERTi represents the earliest time at
which node Pi can be reached. From the definition of the
broadcast and multicast communication pattern, the mes-
sage must reach every node in D. Hence, no communica-
tion schedule can complete until the node with the maximum
ERT is reached. Eq (3) therefore gives a lower bound on
the completion time. �

The lower bound is not tight, since it assumes that the
messages from the source to each destination can proceed
in parallel. Thus, the optimal completion time could be sig-
nificantly larger than the lower bound.
Lemma 3: For any instance of the multicast or broadcast
problem, the optimal completion time is bounded by j D j
�LB, i.e.,

OptimalCompletionT ime

LB
�j D j (4)

Further, this ratio is tight.
Proof: The lower bound LB of Eq (3) is the communica-
tion time to send the message from the source to the farthest
node. Thus, the communication time to send a message from
the source to any node is � LB. We can always construct
a communication schedule in which the source sequentially
sends j D j messages to all the destinations. The j D j
communication steps can therefore be completed in atmost
LB� jD j time units.

To prove that the ratio is tight, consider the broadcast
problem on the communication cost matrix of Eq (5). In this
matrix, C�j � ��� �� � j � N �. Also, Cij � ���� �� �
i � N� i �� j�. The diagonal entries Cii � �� �� � i �
N �. The shortest path to every node Pi is the direct path
�P�� Pi�. The lower bound would be the maximum outgo-
ing edge from P�, i.e., 10. However, the optimal schedule
has a completion time of 10 j D j. Thus, there exist exam-
ples wherein the optimal completion time is j D j times as
large as our simple lower bound. �

C �

�
���

� �� �� � � � ��
��� � ��� � � � ���
� � � � � � � � � � � � � � �
��� ��� ��� � � � �

�
��� (5)

4.2. Computing the Optimal Schedule

The possible number of communication schedules for a
broadcast or multicast problem instance withN nodes is ex-
ponential inN . The completion times of these schedules can



vary considerably, depending on the performance of the het-
erogeneous network links. Finding the optimal communi-
cation schedule is an NP-Complete problem. However, for
systems with a small number of nodes, we can find the opti-
mal schedule using exhaustive search. Our algorithm, which
uses a branch-and-bound strategy, computes the optimal so-
lution for up to 10 nodes in a reasonable amount of time. For
small system sizes, we shall compare the performance of our
heuristic algorithms with the optimal solution.

4.3. Our Heuristic Algorithms

Our algorithms for the broadcast and multicast problems
can be described using the following formalism. The nodes
are partitioned into three sets, A, B, and I. At any time, set
A consists of nodes which have already received the mes-
sage. Set B consists of nodes which must receive the mes-
sage in the future. I contains the other nodes. Initially, setA
consists of the source node while set B consists of the des-
tination nodes for the multicast, i.e. B=D. For the broadcast
problem, I � �.

At every step, a sender from A and a receiver from B
are chosen. For the multicast problem, the message could
also be relayed through one of the nodes in I, if this path in-
curs lower communication time. After each communication
event, the receiver node (and the intermediate node, if one
was chosen) is moved to A. The communication schedule
involves j D j such steps. We now present the baseline al-
gorithm and our FEF, ECEF, and look-ahead heuristics.

Baseline Algorithm

We use the modified FNF heuristic [3] as a baseline algo-
rithm. This algorithm associates a single communication
cost with each node rather than a distinct cost for each pair of
nodes. We use the average send cost from node Pi to all the
other nodes as its communication cost Ti. The FNF heuris-
tic algorithm [3] consists of N � � steps. At every commu-
nication step, the node from B with the lowest Tj is chosen
as the receiver. A sender is chosen such that the communi-
cation event can be completed at the earliest possible time.
This is the node Pi which has the minimum value of

Ri � Ti (6)

where Ri is the ready time of the sender Pi.

Fastest Edge First (FEF):

Each step of our FEF heuristic selects the smallest weight
edge �i� j� where Pi belongs toA and Pj belongs to B. The
choice of the edge determines both the sender and receiver
node for the corresponding communication step. Pj is then
moved from B to A. The communication step starts at Ri,
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Figure 3. FEF communication schedule for
the 4 node example of Eq (2).

and takes Ci�j time units. During this time, both Pi and Pj
are busy.

The algorithm initially sorts the outgoing edges from
each node in increasing order of their weights. This phase
takes O�N� logN � time. The senders in A are then sorted
in increasing order of their minimum weight outgoing edge.
The new node added to set A at every step is inserted into
the sorted sender list based on its minimum weight outgo-
ing edge. The algorithm terminates after all the destination
nodes have been moved to A. This involves N � � steps
for the broadcast algorithm and a maximum of N � � steps
for the multicast algorithm. The running time for this phase
is also O�N� logN �. The overall running time of the FEF
heuristic is therefore O�N � logN �.

Figure 3 shows the steps in the FEF heuristic for the
broadcast problem in the 4 node system of Eq (2). Fig-
ure 3(a) shows the initial situation when set A contains only
the source node, and set B contains the other nodes. The
figures show the edge weights of only the edges in the A-B
cut. Figures 3(b)-3(c) show the sequence in which the FEF
heuristic moves edges from B to A. Figure 3(d) shows the
broadcast tree for this schedule.



3 4 5 6 7 8 9 10
0

20

40

60

80

100

120

140

Number of Nodes

B
ro

ad
ca

st
 C

om
pl

et
io

n 
T

im
e 

(m
s)

Broadcast in a heterogeneous system

Left to Right: Baseline,
FEF,ECEF,
ECEF With Lookahead,
Optimal Algorithm,
Lower Bound

15 20 25 30 40 50 60 70 80 90 100
0

50

100

150

200

250

300

350

400

450

Number of Nodes

B
ro

ad
ca

st
 C

om
pl

et
io

n 
T

im
e 

(m
s)

Broadcast in a heterogeneous system

Left to Right: Baseline,
FEF,ECEF,
ECEF With Lookahead,
Lower Bound

Figure 4. Simulation results for broadcast in a heterogeneous system.

Earliest Completing Edge First (ECEF):

The structure of our ECEF heuristic algorithm is similar to
the FEF heuristic. At every step, an edge �i� j� is selected,
where Pi belongs to A and Pj belongs to B. The choice of
the edge considers both the weight of the edge and the ready
time of the sender. The chosen communication event is the
one that can complete earliest. Thus, the chosen edge is the
one that minimizes the sum

Ri �Ci�j (7)

over all senders Pi and receivers Pj, where Ri is the
ready time of sender Pi. As in the FEF heuristic, a sorted
list of senders is maintained. The senders are sorted based
on both their ready time and their minimum weight outgo-
ing edge. The heuristic has a running time of O�N� logN �.

Look-ahead Algorithm:

Our look-ahead algorithm is an enhanced version of the
ECEF heuristic. At each step of the heuristic, a look-ahead
value Lj is calculated for each node Pj in B. This value
quantifies the “goodness” of moving node Pj from B to A.
At each step, the algorithm first computes the value of Lj
for all nodes in B. As in the ECEF heuristic, an edge is then
selected from the A-B cut. The chosen edge is the one that
minimizes the sum

Ri �Ci�j � Lj (8)

The look-ahead function can be defined in several ways.
We have used the following look-ahead measure.

Lj � min
Pk�B

Cj�k (9)

Thus, for a given node Pj in B, the minimum communi-
cation cost from itself to all the other nodes in B is used as
the look-ahead value. Intuitively, such a look-ahead func-
tion increases the usefulness ofPj as a sender, if it is moved
to A.

The running time of the look-ahead algorithm is O�N ��,
since the evaluation of the look-ahead measure for each ele-
ment ofB at every step takesO�N �. Alternative look-ahead
functions can also be used, such as the average of the com-
munication costs from Pj to other nodes inB. Lj could also
be calculated as the average cost of senders to receivers, as-
suming that Pj is made a sender. This look-ahead function
has a computational complexity of O�N ��, and the overall
running time will therefore be O�N ��. Our experiments in
Section 5 use the look-ahead measure of Eq (9).

5. Experimental Results

We have developed a software simulator that executes the
heuristic algorithms of Section 4, and calculates the comple-
tion time for each of them. The inputs to the simulator are
the number of nodes, the size of the message to be broad-
cast or multicast, and the range of start-up times and band-
widths in the heterogeneous network. The simulator gener-
ates a random communication matrix based on these param-
eters. For the case of multicast, the number of destinations
is given as input, and the simulator randomly chooses desti-
nation nodes. The simulator then executes the heuristic al-
gorithms on 1000 random input configurations and reports
the average completion times.

Figure 4 compares the performance of the different com-
munication scheduling heuristics for the broadcast problem
with a message size of 1 MB. The pairwise network laten-



3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10
x 10

4

Number of Nodes

B
ro

ad
ca

st
 C

om
pl

et
io

n 
T

im
e 

(m
s)

Broadcast in a heterogeneous system with two distributed clusters

Left to Right: Baseline,
FEF,ECEF,
ECEF With Lookahead,
Optimal Algorithm,
Lower Bound

15 20 25 30 40 50 60 70 80 90 100
0

5

10

15
x 10

4

Number of Nodes

B
ro

ad
ca

st
 C

om
pl

et
io

n 
T

im
e 

(m
s)

Broadcast in a heterogeneous system with two distributed clusters

Left to Right: Baseline,
FEF,ECEF,
ECEF With Lookahead,
Lower Bound

Figure 5. Simulation results for broadcast in a heterogeneous system with 2 distributed clusters.

cies and bandwidths are chosen in the ranges of 10 �sec to
1 msec, and ��kB�s to ���MB�s respectively. The graph
shows the completion time for the baseline algorithm, the
FEF, ECEF, and look-ahead heuristics, and our simple lower
bound. For small system sizes (upto 10 nodes), the optimal
completion time is also shown. Since our lower bound is
not tight, it is typically much lesser than the optimal com-
pletion time. The graph shows that the completion time of
our heuristic algorithms is always close to the optimal. The
ECEF and look-ahead algorithms have a lower completion
time than that of the FEF heuristic. The completion time of
the baseline algorithm is significantly larger than that of the
other heuristics. This shows the benefit of using a commu-
nication model which accurately represents heterogeneity in
the network, as well as in the nodes.

The performance advantage of our heuristic algorithms
over the baseline algorithm can also be seen in Figure 5.
Figure 5 considers a system with two distinct geographi-
cally distributed clusters. It is assumed that half the nodes
are in the first cluster, while the other nodes are in the sec-
ond cluster. The heterogeneous network is assumed to be
fast within each cluster, but is slow across clusters. For the
intra-cluster networks, the latencies and bandwidths are in
the ranges of 10�sec to 1msec, and ��MB�s to���MB�s
respectively. For the inter-cluster networks, the latencies
and bandwidths are in the ranges of �msec to ��msec, and
��kB�s to ��kB�s respectively. As before, the size of the
broadcast message is 1 MB.

Figure 6 shows the completion time for multicast in a 100
node system. The number of multicast destinations is in-
creased from 5 to 90. For the case of k destinations, 1000
experiments are performed with k randomly chosen desti-
nations. The average completion time is plotted in Figure 6.
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Figure 6. Simulation results for multicast.

Observe that the heuristic algorithms again significantlyout-
perform the baseline algorithm.

6. Research Issues

The experimental results of Section 5 clearly show the
performance benefits of our heuristic algorithms. However,
there are scenarios in which some of our heuristics can have
poor performance. Consider the asymmetric communica-
tion cost matrix of Eq (10), which could be a system with
Asymmetric Digital Subscriber Lines (ADSL).
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(10)

In the optimal broadcast schedule, P� sends the message
toP� in step 1, and thenP� then sends messages to the other
nodes in steps 2, 3, and 4. This has a completion time of 2.4
time units. However, the ECEF heuristic sends the message
fromP� toP� in step 1,P� toP� in step 2, P� toP� in step 3,
andP� toP� in step 4. The completion time is 8.4 time units.
The look-ahead algorithm does find the optimal schedule. It
chooses the nodeP� as the receiver in the first step, since P�
has a low-cost outgoing edge.

However, the performance of the look-ahead schedule is
poor for the communication matrix of Eq (11). The algo-
rithm takes 4.1 time units (P� toP�, P� toP�, P� toP�, and
P� to P�). The optimal schedule takes only ��� � �� time
units (P� to P�, P� to P�, P� to P�, P� to P�). For larger
systems, the difference between the completion times of the
look-ahead and optimal schedules can be much higher.
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(11)

However, communication matrices such as Eq (11) do
not typically occur in real scenarios. Often, C is symmetric.
The triangle inequality is also usually valid, i.e.,

Cij � Cik �Ckj� � � k � N (12)

For such a system, stronger performance bounds than Eq (4)
could be shown. We are investigating this issue.

We are also investigating new heuristic schedules based
on the Minimum Spanning Tree(MST) and Steiner Tree al-
gorithms. The steps in our FEF algorithm are identical
to Prim’s MST algorithm. We are currently investigating
a progressive MST approach. This is an enhancement to
Prim’s algorithm which accounts for the ready time of each
node. After each step of the algorithm, some of the edge
weights are updated to reflect the change in ready times. We
are also investigatinga two-phase approach. During the first
phase, a MST is constructed. The structure of the MST is
used to guide the selection of intermediate nodes for the sec-
ond phase, which constructs the heuristic schedule.

The main difference between the MST problem and
our broadcast problem is the cost metric. The metric in
the MST problems is usually the total weight of edges

in the spanning tree. In contrast, the completion time of
the broadcast and multicast problems is the time at which
all nodes have received the message. Delay-constrained
MST problems, which minimize the maximum delay be-
tween the source and any destination, have also been con-
sidered [15]. However, this metric is also different from
the completion time. Consider the example of Eq (10).
The delay-constrained algorithm would create a MST with
edges �P�� P��� �P�� P��� �P�� P��� and �P�� P��� Although
the maximum delay is 2.1, the completion time is 8.1 time
units. In fact, if the triangle inequality of Eq (12) holds, the
delay-constrained algorithm will always send j D j mes-
sages sequentially from the source to each destination.

A second difference is that the widely known MST algo-
rithms of Prim and Kruskal were developed for undirected
graphs. Our progressive and two-phase techniques can build
upon these techniques if the heterogeneous network is sym-
metric. For asymmetric networks, MST algorithms for di-
rected graphs can be used [8].

In designing a heuristic, we must give special attention to
two kinds of nodes: (a) Nodes which are hard to reach from
every other node, and are also unable to reach other nodes
quickly. The message to such a node should be sent early
in the schedule, so that this communication event does not
delay the completion time. (b) Nodes which are a little hard
to reach, but which can reach many other nodes very easily.
Such nodes should be selected early, so that they can relay
the message to the other nodes.

We are therefore exploring an alternating near-far ap-
proach. All nodes are initially sorted in increasing order
of their ERT . In the first two steps, messages are sent to
the nearest node (say Pi), and to the farthest node (say Pj).
From this point onwards,Pi and its recipients will send mes-
sages to the near nodes. This group always selects the near-
est unreached node at every step. Pj and its recipients will
send messages to the far nodes. This group selects the far-
thest unreached node. Such a near-far strategy is likely to
balance the two conflicting goals discussed above.

For the multicast problem, we shall enhance our algo-
rithm to relay messages through nodes in the intermediate
set I, defined in Section 4.3. Our current algorithm does not
incorporate this aspect. The problem of scheduling multiple
simultaneous multicasts will also be considered.

The previous sections have illustrated the use of our
framework for a specific cost model and performance met-
ric. We now discuss some variations and extensions of these
components. Our communication model assumed that a
node can send and receive atmost one message at any time.
In a non-blocking communication model, this assumption is
relaxed. After an initial start-up time, the sender can initi-
ate a new message. The first message is completed by the
network without further intervention by the sender. Thus, a
node could send out several messages before the first mes-



sage reaches the receiver. Similar assumptions can be made
at the receiver too.

We have used the completion time as our performance
metric. Robustness metrics can be used to measure the abil-
ity of a communication schedule to reach all destinations,
inspite of intermediate node or link failures. A communica-
tion schedule could increase its robustness measure by send-
ing redundant messages for fault tolerance. Alternatively,
acknowledgement schemes and time-out parameters could
be used to detect failures before resending a message over
a different path. Another candidate metric is the amount of
transmitted data.

7. Conclusion

Efficient communication support is extremely important
for several distributed computing scenarios, such as col-
laborative multimedia applications and parallel high perfor-
mance computing over the IPG. This paper has introduced
an analytical framework for designing efficient collective
communication algorithms. The main components of our
framework are a communication model to represent the het-
erogeneous network and nodes, performance metrics, and
scheduling algorithms. Based on this framework, we have
developed efficient solutions for broadcast and multicast.
We have also identified several promising research direc-
tions to extend our work. We believe that future work along
these directions can accelerate the widespread use of dis-
tributed heterogeneous computing.
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